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A B S T R A C T

Structural magnetic resonance imaging (sMRI) is a popular technique that is widely applied in Alzheimer’s
disease (AD) diagnosis. However, only a few structural atrophy areas in sMRI scans are highly associated
with AD. The degree of atrophy in patients’ brain tissues and the distribution of lesion areas differ among
patients. Therefore, a key challenge in sMRI-based AD diagnosis is identifying discriminating atrophy features.
Hence, we propose a multiplane and multiscale feature-level fusion attention (MPS-FFA) model. The model
has three components, (1) A feature encoder uses a multiscale feature extractor with hybrid attention
layers to simultaneously capture and fuse multiple pathological features in the sagittal, coronal, and axial
planes. (2) A global attention classifier combines clinical scores and two global attention layers to evaluate
the feature impact scores and balance the relative contributions of different feature blocks. (3) A feature
similarity discriminator minimizes the feature similarities among heterogeneous labels to enhance the ability
of the network to discriminate atrophy features. The MPS-FFA model provides improved interpretability for
identifying discriminating features using feature visualization. The experimental results on the baseline sMRI
scans from two databases confirm the effectiveness (e.g., accuracy and generalizability) of our method in
locating pathological locations. The source code is available at https://github.com/LiuFei-AHU/MPSFFA.
1. Introduction

People with Alzheimer’s disease (AD) experience gradual and ir-
reversible decline in their memory and cognitive abilities, eventually
progressing to full dementia. The prodromal stage of AD can be further
categorized into progressive mild cognitive impairment (pMCI) and
stable MCI (sMCI). Over time, pMCI evolves into AD, whereas sMCI
remains stable or is followed by only mild cognitive decline. It is
important to estimate the likelihood of MCI conversion as accurately as
possible in this early stage to provide appropriate treatment. Although
no treatment has been proven to effectively prevent or reverse the
process of neurodegeneration [1], early diagnosis still has important
clinical value in delaying the onset of cognitive symptoms [2]. Previous
studies have shown that the development of AD is correlated with the
degree of cerebral cortex atrophy, and structural magnetic resonance
imaging (sMRI) has been used as a biomarker in AD research [3–7]
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E-mail address: wanghuabin@ahu.edu.cn (H. Wang).

1 Data used in preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). As such, the
investigators within the ADNI contributed to the design and implementation of ADNI and/or provided data but did not participate in analysis or writing of this
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because sMRI is sensitive to the brain morphology changes caused by
atrophy.

The volume reduction exhibited by the cerebral cortex and the
changes in the voxel values in sMRI images [8–10] can be used as
biomarkers in AD diagnosis. Researchers have focused on assessing
the progression of AD based on the degree of change in brain tissues.
To better extract the structural changes presented by locally abnormal
brain regions associated with the disease, the corresponding MR images
are divided into multiple regions based on different criteria. Voxel-
based methods [7,11–15] extract tissue information from MR images to
form feature vectors and construct classifiers after performing feature
selection and dimensionality reduction. Region-based methods [16–26]
first select specific regions of interest (ROIs) first and then extract
feature information. Slice-based methods [27–32] directly use 2D im-
age classification-based models for migration training to reduce the
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complexity of the model training process. Compared with the above
methods, methods [33–36] that directly use whole-brain sMRI data can
prevent information loss. However, not all structural changes in the
brain can be used as discriminating features for identifying AD. Thus,
we design a feature discriminator to enhance the ability of the model
to identify prominent abnormal atrophy.

Machine learning-based methods can be applied to analyze data
by learning complex patterns in medical images. For example, in AD-
related tasks, traditional machine learning-based approaches [11–15]
first extract texture and morphometric features from sMRI data and
then build models based on these features to identify AD and MCI.
However, traditional machine learning-based approaches rely strongly
on feature selection, and the amount of sMRI data is much less than the
feature dimensionality. Deep learning-based methods can adaptively
learn high-level semantic features from data without feature selection
and make important features more prominent [37–46]. As a result, deep
learning-based models can achieve better results than those produced
by traditional machine learning algorithms [47–52].

To learn a better feature representation, many convolutional neural
network (CNN)-based methods that integrate multiple attention mecha-
nisms and multiscale features have been proposed, such as those in [53–
57]. Though the aforementioned methods used various usage of con-
ventional attention mechanisms, which can obtain decent performance,
the AD classification task has unique characteristics. For instance,
clinical assessment scores are available, which provides additional
information for AD classification. Hence, our approach that considers
these clinical assessment scores in the design of a new attention model
is natural and reasonable. The experimental results indicate that our
attention design is valid and superior to designs in aforementioned
methods for AD classification.

In existing CNN-based AD diagnosis methods, to the best of our
knowledge, features are generally extracted from a single plane (e.g., the
coronal plane). However, the cerebral cortex atrophies in different
planes have distinct characteristics, and multiplane feature fusion may
yield a better diagnosis results. Furthermore, an attention module can
be constructed using clinical data and combined with the general
attention module to realize better AD diagnosis. Hence, we develop a
model with fusion attention layers to detect multiscale discriminating
cerebral cortex atrophy features in the sagittal, coronal, and axial
planes. The model employs a feature encoder with multiple attention
mechanisms to extract and integrate features distributed across the
whole brain. Then, the obtained clinical scores are combined to select
the most discriminating features. Furthermore, a feature discriminator
is embedded in the model to enhance the features differences be-
tween categories. Finally, we demonstrate the interpretability of the
predicted results by visualizing the features and showing the potential
pathological locations.

The remainder of this paper is organized as follows. First, Sec-
tion Two introduces recent progress in AD-related research. Then,
the proposed method is described in detail in the Section Three. The
experimental results are presented in Section Four. The effectiveness
of the proposed method and the contribution of each component are
discussed in Section Five and Six. The final section summarizes the
work presented in this paper.

2. Related work

In the following subsections, the related works, such as those con-
cerning AD diagnosis, multiscale features analysis, and attention mech-
2

anisms, are reviewed.
2.1. sMRI-based AD diagnosis

Many methods [7,11–15] use voxel-based morphological (VBM)
measurement approaches to extract high-dimensional features (e.g., cor-
tical thickness and gray matter intensity). Then the patterns associ-
ated with AD are analyzed based on these features. In one previous
study [14], gray matter volumes and cortical thickness values were first
extracted based on an automatic anatomic labeling (AAL) atlas [58]
to represent the global structural features. In the study of [13], the
proposed high-order feature correlation detection (HOFCD) method ob-
tained the original features through texture analysis and VBM analysis.
Then, the optimal feature subset was selected via clustering and sorting
methods. Moradi et al. [12] combined MRI biomarkers with subjects’
ages and cognitive measurements through a random forest classifier to
construct polymeric biomarkers for predicting MCI conversion. How-
ever, the high dimensional features used in voxel-based methods tend
to cause overfitting because the number of training samples is limited.

Region-based methods [16–26] segment ROIs in the whole brain.
For instance, a multitask model was constructed to extract 3D patches
from the hippocampus, and then the patches were input into a deep
learning model to learn the patterns related to AD [17]. In a similar
study [19], the left and right portions of the hippocampus were first
segmented, and then the structural features derived from these two
tissues were combined into a unified feature vector for global optimiza-
tion through a neural network. Patch-based features were extracted
from each landmark location to diagnose AD in [22,23]. Notably,
region-based methods focus more on the information within regions,
and how to represent the correlations between different regions is
remains a challenge.

Slice-based methods [27–32] select slices from the original MRI
images according to certain standards and then train models based
on these slices. For example, multiple selected slices were sampled
at fixed intervals along the coronal planes in MR images to train a
classifier in [27]. Pan et al. [28] trained various basic classifiers by
selecting multiple slices in the sagittal, coronal, and axial planes. Then,
these basic classifiers were combined to construct a global classifier. In
addition, the researchers not only extracted features from MRI slices but
also combined these features with voxel-based methods to obtain better
performance in [29]. Although slice-based methods can directly solve
the problem of the small amount of available MRI data by using transfer
learning and dataset expansion techniques, they have a major defect
regarding to selecting disease-related slices while reducing possible
data leakage during training [59,60].

In contrast to methods that use only partial data, whole-brain-based
methods [33–36] train models at the subject level and their greatest
advantage lies in the use of complete brain information. However, the
different degrees of cortical atrophy caused by dementia are distributed
in various brain areas. Thus, accurately locating disease-related dis-
criminating information is the key to the successful identification of
AD.

2.2. Multiscale feature analysis

Convolutional neural networks (CNNs) generally use fixed kernel
sizes when extracting features, but this leads to information loss for
small targets in the resulting feature maps. By introducing a multiscale
kernel in the convolutional layer, more details of different-sized targets
can be retained in the feature map. In the field of computer vision,
researchers have proposed several models for representing multiscale
features. For instance, a feature pyramid network (FPN) [61] obtains
multiscale features by integrating the feature maps output by multiple
convolutional layers, while multiscale convolutional kernels enable
dilated convolution [62] to process targets with different scales. In
medical neuroimaging analysis, the sizes of the possible lesion regions
vary in different individuals, so it is more reasonable to fuse multiscale

features.
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Fig. 1. The overall framework of our MPS-FFA model. The figure shows the general architecture, including an encoder, a classifier, and a feature similarity discriminator. The
symbols shown in Fig. 1(d) are used to interpret the meaning of Figs. 1–3. Note: The model is constructed with a 3D CNN.
Fig. 2. Diagram of the multiplane feature extractor. Note: The meanings of the symbols used in this figure are described in Fig. 1(d).
Multiscale feature extraction methods have achieved good perfor-
mance in computer-assisted medical neuroimaging analysis [59,63–71].
Existing AD diagnosis methods using multiscale features can be simply
divided into four categories: (1) methods that combine whole-brain
features (macro) and local ROIs (micro) to obtain multiscale infor-
mation; (2) approaches that extract patches of different sizes from
segmented ROIs to represent multiscale features; (3) techniques that
extract multiscale features by using different size convolution kernels;
and (4) methods that utilize wavelet frames to represent multiscale in-
formation. For example, a histogram-based directional gradient (HOG)
descriptor quantifies the spatial gradient and calculates multiple small-
scale features (SSHs) and large-scale features (LSHs) by dividing 18F-
fluorodeoxyglucose (18F-FDG) positron emission tomography (PET)
3

images of subjects’ brains into different ROIs [64]. A standard voxel-
based morphometry method was used in [65] to segment the brain,
and then a multiscale image representation method based on wavelet
frames was used to extract multiscale features in different directions
from gray matter images. A joint learning-multiscale representation
(JL-MSR) framework [66] that uses dilated convolutions with different
expansion rates to construct multiscale feature representations has
also been proposed. A new deep 3D-based multiscale CNN (3DM-
SCNN) [67] was proposed, in which the features within the same region
and different regions are fused. The hybrid fully convolutional network
(H-FCN) [59] uses a patch-based subnetwork to generate patch-level
feature representations and merges these features according to their
regions.
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Fig. 3. Diagram of the attention-aware global classifier. Note: The meanings of the symbols used in this figure are described in Fig. 1(d).
Fig. 4. Diagram of the feature similarity discriminator.
2.3. Attention mechanism

An attention mechanism can adaptively select task-related discrim-
inating features by calculating the weight distribution of the input
information to enhance local attention. An attention layer improves the
feature discrimination ability of deep learning methods by enhancing
important information while suppressing useless information.

In recent studies, the main role of attention layers in medical image
analysis has been weighting features to enhance the contributions of
important features [37–46,72,73]. For example, in the FFA-diffusion
MRI (DMRI) framework proposed in [72], an attention layer was used
to denoise MR images, and the final effect was superior to that ob-
tained by traditional methods based on domain transformation and
filtering. An attention-based network (ADVIAN) was proposed in which
a convolutional block attention module [74] (CBAM) was added to
enhance the network’s feature representation ability [37]. An attention-
based network in which attention blocks were used to automatically
identify subject-specific discriminating features was proposed in [44].
A task-driven hierarchical attention network (THAN), which uses two
attention modules to extract shallow visual features and deep seman-
tic features, was also proposed, and the fusion of the two types of
hierarchical features facilitated AD diagnosis [41].

Remarkably, researchers often combine the advantages of multi-
scale feature encoders and attention mechanisms to achieve better
performance. For example, an attention layer was incorporated in a
patch-based method to identify the important information in each
region, and then the advanced features in all regions were weighted
and balanced to construct a classifier [75]. Three multiscale methods
were integrated into a unified framework in [68], and local anomaly
representations were fused with the global anomaly information.

2.4. Research gaps and contributions

The proposed work addresses the following research gaps in
Alzheimer’s disease prediction approaches based on structural MRI.
4

(1) Existing methods, such as voxel-based, patch-based and slice-
based methods [17,19,23,28,29], utilize partial sMRI images to re-
alize reduced computational complexity, which inevitably leads to
information loss.

(2) Attention modules, e.g., channel and spatial attention, have
been widely applied in CNNs to realize good AD diagnosis [43,45,46].
However, existing attention modules no longer meet the increasing
demands for state-of-the-art (SOTA) AD diagnosis. New mechanisms
must be investigated in addition to traditional attention mechanisms.

(3) Insufficient sMRI data available for training the model limits
the achievable diagnosis accuracy, and the resulting models have poor
generalizability for different types of sMRI data.

Our contributions toward addressing these gaps can be summarized
as follows.

(1) We propose a deep learning model, namely, MPS-FFA, that uses
3D sMRI data to extract pathological features from the entire brain,
which ensures that no information is lost; in contrast, the 2D slice
selection approach does suffer from information loss. MPS-FFA achieves
a 97.7% accuracy for AD diagnosis, which outperforms existing SOTA
methods. Considering the increased computational complexity when 3D
sMRI data are used, a downsampling convolutional layer is applied
along with a dense residual connection to efficiently propagate the
gradients, which ensures that the computational complexity of the
model remains at an acceptable level.

(2) We design a multiplane and multiscale feature fusion encoder,
which is based on multiple parallel convolutions, that simultaneously
integrates multiscale and multiplane features. The proposed encoder
can extract more features at multiple scales from multiple planes.
A visualization (Fig. 14) of the multiscale and multiplane approach
is demonstrated to confirm the effectiveness of the AD pathological
feature extraction.

(3) We introduce a novel attention mechanism that incorporates the
clinical assessment score, which has yet to be studied. In principle, with
this attention mechanism, the feature weights produced by the encoder
are updated based on the clinical assessment score. This attention
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Table 1
Demographic information of the subjects included in this study. Ages, years of education, and clinical scores are
reported as the mean ± standard deviation.

Dataset Category Gender Age Education CDRa MMSEb

ADNI-1

AD 88/82 75.37 ± 7.48 14.61 ± 3.18 0.74 ± 0.24 23.22 ± 2.03
pMCI 94/62 74.57 ± 7.11 15.74 ± 2.90 0.5 ± 0.0 26.53 ± 1.70
sMCI 131/71 74.55 ± 7.59 15.54 ± 3.11 0.49 ± 0.03 27.37 ± 1.76
NC 103/103 75.85 ± 5.10 15.92 ± 2.86 0.0 ± 0.0 29.14 ± 0.98

ADNI-2

AD 58/44 74.44 ± 7.89 15.99 ± 2.51 0.77 ± 0.27 22.99 ± 2.16
pMCI 55/46 72.54 ± 6.96 15.99 ± 2.58 0.50 ± 0.04 27.55 ± 1.78
sMCI 174/155 71.11 ± 7.51 16.16 ± 2.67 0.49 ± 0.02 28.18 ± 1.64
NC 72/75 73.72 ± 6.39 16.68 ± 2.42 0.0 ± 0.0 29.06 ± 1.21

ADNI-3
AD 27/18 74.41 ± 8.93 15.57 ± 2.31 0.76 ± 0.30 22.37 ± 2.88
MCI 97/80 72.08 ± 7.67 16.12 ± 2.55 0.5 ± 0.05 27.72 ± 2.02
NC 149/228 70.95 ± 6.50 16.65 ± 2.29 0.002 ± 0.03 29.04 ± 1.24

AIBL

AD 30/44 73.35 ± 7.93 – 0.93 ± 0.55 20.18 ± 5.44
pMCI 7/4 74.90 ± 5.97 – 0.5 ± 0.0 26.27 ± 1.60
sMCI 33/36 75.36 ± 7.54 – 0.47 ± 0.13 27.04 ± 2.13
NC 30/55 75.52 ± 6.63 – 0.029 ± 0.117 28.71 ± 1.35

aClinical Dementia Rating.
bMinimum Mental State Examination.
f
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f
t

echanism can help the AD diagnosis, as clinical assessment scores are
vailable widely.

(4) We design a loss function, namely, a feature similarity dis-
riminator, that facilitates differentiating features of different classes
e.g., AD vs. normal control (NC)). With this loss function, the ex-
erimental results show a 3% improvement in the accuracy, which is
atisfactory. The results confirm the necessity of the loss function.

. Material and methods

In this section, we present the details of the proposed method in a
tepwise manner. The overall framework of the method is introduced
irst, and then each component is analyzed in detail.

.1. Subjects

The subjects were included in two databases: ADNI2 and AIBL.3 As is
hown in Table 1, the subjects used in this study were categorized into
hree groups: AD, MCI, and NC. First, to ensure that all subjects were
sed only once, we removed duplicates from the two datasets. Then, the
riginal sMRI images were preprocessed through a standard pipeline,
amely, CAT12,4 including skull dissection, intensity correction, and
patial registration.

The training dataset was specifically processed to prevent biased
xperimental results due to sample class imbalance. For example, in the
D classification task, the NC samples are divided into multiple subsets

hat contain the same number of samples as the AD group. Then, each
C subset is mixed with the AD group separately to ensure that the
lasses are balanced during training.

.2. Problem setting

Let 𝐷 =
{

𝑋𝑖, 𝑌𝑖
}N
𝑖=1 represent the dataset used in this study, where

𝑖 denotes the baseline sMRI scan of the 𝑖th sample, 𝑌𝑖 denotes the
ategory label (e.g., AD, normal control (NC), and MCI), and 𝑁 is the
umber of samples. In this study, the samples are randomly divided
nto two groups: 𝐷𝑠 =

{

𝑋𝑠
𝑖 , 𝑌

𝑠
𝑖
}𝑁𝑠

𝑖=1 denotes the training data, which
contains 𝑁𝑠 samples, and 𝐷𝑡 =

{

𝑋𝑡
𝑖 , 𝑌

𝑡
𝑖
}𝑁 𝑡

𝑖=1 denotes the testing data.
𝐷 = 𝐷𝑡 ∪𝐷𝑠,

(

𝐷𝑡 ∩𝐷𝑠 = ∅
)

indicates all the data used in this study.

2 Alzheimer’s Disease Neuroimaging Initiative, https://adni.loni.usc.edu.
3 Australian Imaging, Biomarker and Lifestyle Flagship Study of Ageing,

ttps://aibl.csiro.au.
4 Computational Anatomy Toolbox, https://neuro-jena.github.io/cat.
5

3.3. Overall framework

Our proposed MPS-FFA model (as shown in Fig. 1) consists of three
main modules: a feature encoder, an attention-aware global classifier,
and a feature similarity discriminator. The encoder (𝐹𝑒𝑛𝑐𝑜𝑑𝑒𝑟) extracts
eatures from the sagittal, coronal, and axial planes simultaneously and
hen obtains multiple degrees of atrophy features through multiscale
eature extractors with local attention perception. Then, the features ex-
racted by the encoder are weighted by the feature balancer (𝐹𝑠𝑐𝑜𝑟𝑒) and

output to the classifier (𝑐𝑙𝑠). Next, the feature similarity discriminator
(𝑑𝑖𝑓𝑓 ) is used to calculate the feature differences between various
categories before the features are input into the classifier. The proposed
method is formulated in Eq. (1).

𝑃 (𝑌 |𝑋) = 𝑆𝑜𝑓𝑡𝑀𝑎𝑥
(

𝑐𝑙𝑠
(

𝑑𝑖𝑓𝑓
(

𝐹𝑠𝑐𝑜𝑟𝑒
(

𝐹𝑒𝑛𝑐𝑜𝑑𝑒𝑟 (𝑋)
))))

(1)

3.3.1. Feature encoder
As shown in Fig. 1, the input images are first downsampled to

reduce the image size. Then, the images are input into a parallel
encoder module to extract multidimensional features. To retain more
details, the downsampling operation is implemented by two pure con-
volution layers, which are composed of 32 channels (kernel: 4, stride:
2, padding: 1) and 64 channels (kernel: 3, stride: 1, padding: 1).
Then, the images are input into a parallel 3D CNN structure, which
is composed of multiplane feature extractors and multiscale feature
extractors. Finally, the extracted features are combined to generate
high-dimensional semantic information. The feature encoder outputs
64 feature blocks of size 4 × 5 × 4. Then, the feature blocks are
weighted by the global feature balancer. Next, the feature similarity
discriminator is used to calculate the feature differences. This step is
performed to make the features with the same labels closer and the
features with different labels farther apart and to enhance the ability of
the network to extract discriminating features. Finally, the probabilities
that the samples belong to different categories are output by the
classifier. The following sections describe each part in detail. Notably,
all the components in the feature encoder (e.g., down-sampling, MS
block and MPS block) are realized by 3D-convolutional kernels.

The feature encoder constructs high-level task-related semantic in-
formation based on the original images. The feature encoder is serially
connected by two structures: the multiplane feature extraction block
(MPS-Block) (as shown in Figs. 2 and 1) and the multiscale feature
extraction block (MS-Block) (as shown in Fig. 1). The MS-Block is
composed of a group of convolution kernels with different receptive
fields connected in parallel. Multiple multiscale feature extractors are
connected in series to form a multiscale feature extraction subnetwork

and serve as a branch of the main network, aiming at learning different

https://adni.loni.usc.edu
https://aibl.csiro.au
https://neuro-jena.github.io/cat


Computers in Biology and Medicine 157 (2023) 106790F. Liu et al.

s
w
d



scale feature representations from the original images. The MPS-Block
is composed of three feature extractors, which obtain richer feature
representations by fusing multiscale features from different planes.
The encoder contains four encoding layers with the same structure, as
previously mentioned, and the depths of the different layers are 4, 6,
8, and 4. It is worth noting that the feature encoder is connected to
a downsampling layer (kernel size: 3, stride: 2) to reduce the feature
dimensionality. In addition, residual connections are used in the feature
encoder to prevent gradient disappearance and explosion.

In particular, each MS-Block uses two fusion strategies: a large
convolutional kernel first perceives information at a larger scale and
captures interregional connections, and then a small convolutional
kernel obtains local features. Each fusion strategy uses the same con-
volutional block structure (a base convolutional block and a multiscale
convolutional block), and the depth of each layer is controlled by
configuring the number of internal convolutional blocks. The base
convolution block consists of a 1 × 1 × 1 convolution and a 3 × 3 × 3
convolution (padding: 1). The multiscale block extracts features in
parallel through convolution layers with different kernel sizes and
keeps the channels unchanged. The basic structure of the MS-Block
is shown in Fig. 1, which consists of 3 × 3 × 3, 5 × 5 × 5 and
7 × 7 × 7 convolutional layers or 1 × 1 × 1 and 3 × 3 × 3 convolutional
layers connected in parallel. Then, a spatial attention layer is used to
calculate the importance of each feature. Let the feature map output
by the multiscale convolution layer in the MS-Block be 𝐴 =

{

𝐴𝑘},
where 𝐴𝑘 =

[

𝐴𝑘
1 , 𝐴

𝑘
2 ,… , 𝐴𝑘

𝑐
]

denotes the feature map output by a
convolution with a kernel size of k, 𝐴𝑘

𝑖 ∈ R𝐷×𝐻×𝑊 , 𝑖 ∈ [1, 2,… , 𝐶] is
the feature map in the 𝑖th output channel, and C indicates the number
of channels. Corresponding to each 𝐴𝑘, a 1×1×1 convolution is used to
compute the position weights of the current map across the channels.
The generated spatial weight distribution map 𝑆𝑘 is then normalized
by using the sigmoid function. This map reveals the parts that need
to be emphasized or suppressed. Then, 𝐴𝑘 is multiplied by the spatial
attention map 𝑆𝑘 in an elementwise manner to generate a feature
representations with spatial attention awareness.

The proposed multiscale feature extractor with a spatial attention
layer can be explained with the following mathematical formulation.
Let 𝑓𝑤 be a convolution with a kernel of size of 𝑤 × 𝑤 × 𝑤. The MS-
Block is represented as 𝑓𝑚𝑠 = 𝑓 1 ([𝑓𝑘 ⊗ 𝜎

(

𝑓 1)]), where k represents
multiple convolution kernels, ⊗ denotes elementwise multiplication,
and 𝜎 denotes sigmoid activation function.

The MPS-Block has the same structure as the MS-Block (a base
convolution block and a multiplane convolution block). The MPS-Block
first extracts features from multiple planes in parallel and then reduces
the channel size with a 1 × 1 × 1 convolution. The block separately
extracts features along the axis and then reduces their dimensionality
after combining these features along the channel dimension. Extracting
features separately in three directions and then jointly locating and
identifying local structures is equivalent to a multidimensional under-
standing of the information, which allows the model to obtain richer
semantic information. Let 𝑓 𝑠, 𝑓 𝑐 , and 𝑓 𝑎 denote the sagittal, coronal
and axial feature maps, respectively; then, 𝑓𝑚𝑝𝑠 = 𝑓 1 ([𝑓 𝑠, 𝑓 𝑐 , 𝑓 𝑎])
denotes the MPS-Block. Thus, the feature encoder can be expressed as
Eq. (2), where 𝐷𝑆 indicates downsampling.

𝐹𝑒𝑛𝑐𝑜𝑑𝑒𝑟 = 𝐷𝑆
([

𝑓𝑚𝑝𝑠, 𝑓𝑚𝑠
])

(2)

3.3.2. Attention-aware global classifier
As shown in Fig. 3, the attention-aware classifier balances the influ-

ences of different features and outputs the final classification results.
The classifier adds attention weights to the features and selects the
discriminating features.

Let 𝑋 =
[

𝑋1, 𝑋2,… , 𝑋𝐶
]

represent the features generated by the
encoder. Each feature block 𝑋𝑖 ∈ R𝐷×𝐻×𝑊 (𝑖 ∈ [1, 2,… , 𝐶]) is
reshaped to 1 × 𝐷𝑊𝐻 . 𝐺𝑎𝑓𝑓 calculates the impact score of each
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feature block using a shared parameter. The impact scores are then
determined by combining the predicted and true values of the clinical
scores (e.g., the minimum mental state examination (MMSE) scores).
Additionally, 𝐺𝑔𝑙𝑜𝑏𝑎𝑙 describes the global semantic information, and
feature vectors with sizes of 2×𝐶×1×1×1 are output. We describe this
process in Eqs. (3), (4) and (5). Moreover, 𝑋𝑝𝑟𝑒𝑑𝑖𝑐𝑡 and 𝑋𝑡𝑟𝑢𝑒 represent
the predicted and true values of the clinical scores, respectively, 𝜎
denotes the sigmoid function, and 𝛿 denotes the softmax function.

𝐹𝑠𝑐𝑜𝑟𝑒 = 𝛿
(

𝐺𝑎𝑓𝑓 + 𝐺𝑔𝑙𝑜𝑏𝑎𝑙
)

(3)

𝐺aff = 1 − 𝜎
(
√

(

𝑋𝑝𝑟𝑒𝑑𝑖𝑐𝑡 −𝑋𝑡𝑟𝑢𝑒
)2
)

(4)

𝐺𝑔𝑙𝑜𝑏𝑎𝑙 = 𝐺𝑀𝑃
(

𝑓 2 (𝑓 1 (𝑋)
))

+ 𝐺𝐴𝑃
(

𝑓 2 (𝑓 1 (𝑋)
))

(5)

3.3.3. Feature similarity discriminator
We design a feature similarity loss function to enhance the encoder’s

ability to extract discriminating features by minimizing the feature
similarities among features with different labels. We choose the cosine
similarity function to calculate the feature similarity between the sam-
ples and average the obtained values to generate the final result. The
following equations show the mathematical notations for describing
the designed loss function, where 𝑙𝑖 and 𝑙𝑗 are the labels of different
amples. By minimizing the loss 𝑑𝑖𝑓𝑓 , the features with the same labels
ill become closer, and the features with different labels are easier to
istinguish. We describe this process in Eqs. (6), (7) and (8).

𝑑𝑖𝑓𝑓 = 1
𝑁

𝑁
∑

𝑖,j
−1 ∗

[

ℎ
(

𝑙𝑖, 𝑙𝑗
)

log (𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦) +
𝑔
(

𝑙𝑖, 𝑙𝑗
)

(log (𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦))−1

]

(6)

ℎ
(

𝑙𝑖, 𝑙𝑗
)

=
{

1,
(

𝑙𝑖 = 𝑙𝑗
)

0,
(

𝑙𝑖 ≠ 𝑙𝑗
) 𝑔

(

𝑙𝑖, 𝑙𝑗
)

=
{

1,
(

𝑙𝑖 ≠ 𝑙𝑗
)

0,
(

𝑙𝑖 = 𝑙𝑗
) (7)

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =

∑𝑛
𝑖,𝑗 𝑋𝑖 ⋅𝑋𝑗

√

∑𝑛
𝑖
(

𝑋𝑖
)2 ×

√

∑𝑛
𝑗
(

𝑋𝑗
)2

(8)

As shown in Fig. 4, the original features are difficult to distinguish in
the vector space. However, the features in different categories become
distinguishable after they are separated from each other.

3.3.4. Hybrid loss function
The learnable parameters of the encoder and classifier are jointly

optimized by minimizing the hybrid loss function, which enables
the model to efficiently learn disease-related discriminating features.
Specifically, the hybrid loss function consists of a joint cross-entropy
loss 𝑐𝑙𝑠 that evaluates the effectiveness of the classification process
and a feature similarity loss 𝑑𝑖𝑓𝑓 that measures feature differences. In
Eq. (10), 𝛼 is a hyperparameter, which is set to 0.1 in our experiments.

=𝑐𝑙𝑠 + 𝛼𝑑𝑖𝑓𝑓 (9)

𝑐𝑙𝑠 = − 1
𝑁

𝑁
∑

𝑖=1
log

(

𝑃
(

𝑌𝑖|𝑋𝑖
))

(10)

4. Results

In the following subsections, we first introduce the setup of the pro-
posed method for conducting relevant experiments with two datasets.
Then, we summarize the subjects used in this study and compare our
experimental results with those reported in recent studies.
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Table 2
The results of two tasks (i.e., AD vs. NC and pMCI vs. sMCI) performed with the ADNI database. The best
and second-best results are highlighted and underlined, respectively.

Method AD vs. NC pMCI vs. sMCI

ACC SEN SPE AUC ACC SEN SPE AUC

VBM [15] 0.924 0.915 0.953 0.968 – – – –
ROI [18] 0.855 0.808 0.898 0.902 0.678 0.646 0.700 0.682
PLM [26] 0.923 0.915 0.945 0.969 0.724 0.367 0.909 0.734
ATT [46] 0.919 0.887 0.945 0.965 0.827 0.579 0.866 0.793
MIL [75] 0.924 0.910 0.938 0.965 0.802 0.771 0.826 0.851
MSM [63] 0.935 0.941 0.929 0.962 0.833 0.875 0.810 0.908
Ours 0.977 0.968 0.985 0.977 0.883 0.840 0.944 0.892
Table 3
Comparison with related approaches conducted using the ADNI database. The best and second-best results are highlighted and
underlined, respectively.

Reference Method AD vs. NC pMCI vs. sMCI

ACC SEN SPE AUC ACC SEN SPE AUC

VBM [12] VBM+RF – – – – 0.820 0.870 0.740 0.900
ROI [17] ROI+CNN 0.889 0.866 0.908 0.925 – – – –
ROI [19] ROI+CNN 0.925 0.882 0.949 0.978 – – – –
PLM [23] Patch+PCA 0.895 0.879 0.908 0.924 – – – –
SLC [28] Slice+CNN 0.840 – – 0.920 0.620 – – 0.590
SLC [29] Slice+SVM 0.876 0.841 – 0.903 0.671 0.345 – 0.865
ATT [38] Whole Brain+CNN 0.910 0.910 0.920 – 0.820 0.810 0.810 –
ATT [42] Patch+CNN 0.937 0.889 0.980 0.951 0.800 0.650 0.900 0.745
MSM [65] GM+Hip+Wavelet 0.841 0.824 0.855 0.900 0.766 0.718 0.822 0.790
MSM [59] Patch+FCN 0.903 0.824 0.965 0.951 0.809 0.526 0.854 0.781
Ours GM+CNN 0.977 0.968 0.985 0.977 0.883 0.840 0.944 0.892
Table 4
Comparison with attention-based methods. The best and second-best results are highlighted and underlined, respectively.

Model Method AD vs. NC pMCI vs. sMCI

ACC SEN SPE AUC ACC SEN SPE AUC

3DResAttNet [38] Self Attention 0.910 0.910 0.920 – 0.820 0.810 0.810 –
TPA-GAN [40] Self Attention 0.920 0.891 0.940 0.956 0.753 0.773 0.741 0.786
AD2A [43] Spatial Attention 0.925 0.750 0.957 0.957 0.780 0.534 0.866 0.788
pABN [45] Dual Attentiona 0.872 0.890 0.856 0.927 0.793 0.546 0.841 0.776
HybNet [46] Spatial Attention 0.919 0.887 0.945 0.965 0.827 0.579 0.866 0.793
MPS-DA (Ours)b Dual Attentiona 0.919 0.884 0.936 0.910 0.884 0.880 0.889 0.884
MPS-GA (Ours)c Global Attention 0.947 0.953 0.942 0.948 0.907 0.920 0.889 0.904

aSpatial Attention + Channel Attention.
bMPS with dual attention.
cMPS with an attention mechanism that incorporates clinical assessment scores.
Table 5
Comparison with related approaches conducted using
the AIBL database. The best and second-best results
are highlighted and underlined, respectively.

Method AD vs. NC

ACC SEN SPE AUC

ATT [43] 0.903 0.873 0.908 0.953
ATT [46] 0.898 0.873 0.902 0.946
MIL [75] 0.902 0.848 0.915 0.939
MIL [76] 0.923 0.889 0.930 0.950
Ours 0.949 0.929 0.972 0.951

4.1. Experimental settings

The MPS-FFA model is programmed with the PyTorch framework.
We use batch normalization (BN) and an activation function (a rectified
linear unit (ReLU)) to ensure a smoother training process and add more
nonlinear constraints. We use an early stopping strategy (the process
stops if the validation accuracy does not improve for 5 consecutive
batches) to prevent overfitting. The model uses an Adam optimizer
with an initial learning rate of 0.0001 to update the parameters. If the
number of parameters is significantly larger than the number of samples
(sMRI images), models tend to overfit. To alleviate this problem, we
7

Table 6
Summary of the ablation studies.

Experiment AD vs. NC pMCI vs. sMCI

ACC AUC ACC AUC

Multiscale feature encoder (MS) 0.887 0.887 0.884 0.884
MS with channel attention (MSA) 0.914 0.895 0.884 0.877
Multiplane feature encoder (MPS) 0.895 0.893 0.884 0.884
MPS with spatial attention (MPSA) 0.914 0.884 0.837 0.844
Feature encodera (MSA + MPSA) 0.919 0.910 0.884 0.884
Attention-aware global classifierb 0.947 0.948 0.907 0.904
Feature similarity discriminatorc 0.977 0.977 0.884 0.892

aFeature encoder with dual attention mechanisms.
bThe proposed attention mechanism incorporates the clinical assessment scores.
cFeature similarity loss function and cross-entropy loss function.

randomly augment the data during training. Specifically, the input
images are augmented through three steps: (1) the images are randomly
rotated by ±10◦ along the axial, sagittal or coronal plane; (2) the
images are randomly flipped along the 𝑧-axis; and (3) the images are
randomly masked. The random probability is set to 0.5 in each step.

To evaluate the experimental results, several metrics, such as the
accuracy (ACC), sensitivity (SEN), specificity (SPE), and area under the

receiver operating characteristic curve (AUC), are used in this paper.
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c-
Furthermore, TP, TN, FP, and FN, represent the numbers of true pos-
itives, true negatives, false positives, and false negatives, respectively.
These evaluation metrics can be formulated as:

𝐴𝐶𝐶 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

𝑆𝐸𝑁 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

𝑆𝑃𝐸 = 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

4.2. Competing methods

We compare the proposed MPS-FFA method with a variety of
mainstream methods, including: VBM methods [15], ROI-based meth-
ods [18], patch-based methods (PLMs) [26], fused attention methods
(ATT) [46], and multi-instance methods (MIL) [75]. In addition, we
also compare our approach with various multiscale feature-based meth-
ods (MSM) [63]. Brief descriptions of these competing methods are
provided below.

(1) VBM [15]: This approach first analyzes the significant gray
matter volume differences between AD and NC patients as candidate
regions, and the voxel intensity values extracted from the candidate
regions are used as raw features. Then, the most discriminating feature
subset is selected to construct the classifier.

(2) ROI [18]: A mapping of cortical thickness differences is con-
structed by a t-test, which is used to generate candidate ROIs, and then
a set of discriminating feature vectors is generated to train the classifier
after feature selection

(3) PLM [26]: A patch-based model (MM-DBM) is built by selecting
distinct patches for each class through interclass significance tests,
which are used to determine shared feature representations for pairs
of patches.

(4) ATT [46]: This method utilizes an attention-based framework
to obtain multilevel discriminating information from sMRI data for AD
diagnosis.

(5) MIL [75]: This technique employs a dual-attentive network
(DA-MIDL), which uses multi-instance learning [77,78] to balance the
relative contributions of features.

(6) MSM [63]: A multiscale structural mapping procedure is used to
obtain a wider range of regional differences by quantifying morphometri
based macrostructure and microstructure features in multiple cortical
regions.

4.3. Experimental results obtained with the ADNI dataset

The values of the four metrics are listed in Table 2. The results show
that in general, our proposed method obtains the best performance. For
example, our method obtains the best classification accuracy on both
tasks (0.977 and 0.883). Specifically, in the AD classification task, the
sensitivity value of our method is 0.968, which is significantly higher
than those of other competing methods. These results indicate that
our method has high accuracy while ensuring a low misclassification
rate. Furthermore, the results in Table 2 also show that accurately
predicting future MCI conversion is more challenging than identifying
AD. However, our method still achieves an overall better and more
stable performance than the competing methods. This may be due
to the use of multiscale and multiplane feature extractors, as these
components detect small-scale structural changes related to AD.

In the voxel-based and region-based methods, feature locations first
need to be discriminated by preselecting the brain regions associated
with the disease. These VBM-based [15], ROI-based [18], and PLM-
based [26] use feature selection techniques that allow the model to
learn fewer features and therefore achieve better results, as shown in
Table 2. However, these methods based on feature selection have two
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main limitations. First, they are all based on the assumption of brain
location consistency and thus ignore individual variability; second, fea-
ture selection is often based on local features without fully considering
global feature correlations. Therefore, compared with methods based
on whole-brain features for localization and diagnosis (e.g., ATT [46],
MIL [75], and MSM [63]), the methods based on local feature selection
do not have advantages in terms of the overall performance. Further-
more, the method based on multiscale feature fusion (e.g., MSM [63])
obtains better performance on the second task. The potential reason
for this result may be that the structural changes in the brains of
MCI patients are not obvious and that large individual differences are
present; thus, the single-scale features cannot characterize the subtle
structural changes distributed throughout the brain.

Fig. 5 shows the convergence curves of the training loss and val-
idation accuracy. Since we applied an early stopping strategy during
model training, the training time is reduced. Fig. 5 displays that the
loss curve stabilizes rapidly after several training epochs. The loss and
accuracy plots are consistent for the two datasets, indicating that the
model has good generalizability.

4.4. Comparison with related works

We compare the proposed method more extensively with the ap-
proaches developed in related studies in Table 3. Our method achieves
better results than the comparison methods in both tasks. The re-
sults obtained by methods based on deep learning algorithms [19,
38,42,59] are significantly better than those obtained by methods
based on traditional machine learning algorithms [12,23,29] in both
tasks. The possible reason for this is that deep learning algorithms can
extract generic low-level features such as spatial information and struc-
tural information from the original images, thereby generating better
high-level semantic features through multilayer encoders. Moreover,
in contrast to region-based methods, our approach extracts structural
features directly from the whole brain. However, our method still
achieves competitive results, which indicates that the model can ef-
fectively identifies pathological locations after fusing the attention
layer and multiscale features. Finally, we obtain better performance
using gray matter information than the comparison methods using the
whole brain [38]. Thus, changes in gray matter atrophy patterns may
accurately reflect disease progression [3,8–10].

4.5. Comparison with attention-based methods

The results of our method are also compared with those of attention-
based approaches.

To enhance the model’s ability to capture discriminative features,
most of the existing proposals [43,45,46] introduced the spatial or
channel attention layers, while other works utilized the self-attention
mechanism [38,40]. We integrate parallel dual attention layers (spatial
and channel attention) in the feature encoders (MPS-DA). Specifically,
in order to consider the cross-channel feature weights, we introduce a
channel attention layer in the multiscale feature encoder. Moreover,
to effectively consider lesions in different planes, we add a spatial
attention layer to the multiplane feature encoder. As shown in Table 4,
our model achieved the best pMCI and sMCI classification results when
the dual attention layer is used. In addition, we combine the predicted
clinical scores with a global attention layer (MPS-GA) to balance the
relative contributions of the features output by the encoder, resulting
in significant performance improvements in both tasks.

4.6. Generalization on the AIBL dataset

We also evaluate our method with the AIBL dataset, which was
not used in the training process. As shown in Table 5, our method
obtains better performance than the comparison approaches in terms
of accuracy, sensitivity and specificity. In addition, the performance
metrics of our method all remain stable without significant changes.
This result indicates that our method is robust and can effectively

identify AD-related discriminating features.
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Fig. 5. Convergence curves of the loss and accuracy with the proposed MPS-FFA architecture.

Fig. 6. Convergence curves of the loss and accuracy after different modules are integrated into the model.

Fig. 7. The impact of the encoder using a multiscale feature extractor. The left panel shows the performance achieved on the AD classification task, and the right panel shows
the performance achieved on the MCI conversion prediction task. The impacts of different convolutional kernel sizes (e.g. 𝑓 3 , 𝑓 5 , 𝑓 7 , 𝑓 1,5 , 𝑓 3,7 , 𝑓 3,5,7) on the results are indicated in
the figure legend.

Fig. 8. The impact of the encoder using a multiplane feature extractor. The impacts of extracting features from the axial, sagittal, and coronal planes are shown in the plots.



Computers in Biology and Medicine 157 (2023) 106790F. Liu et al.
Fig. 9. The impact of the encoder after adding attention layers. ‘‘Local’’ means adding only a local attention layer to the multiscale encoder, while ‘‘Spatial’’ means adding only
a spatial attention layer to the multiplane encoder, and ‘‘Both’’ indicates adding both layers.
Fig. 10. Results of the ablation experiments conducted on the attention module, where ‘‘Global Pool’’ means that only the global pooling layer is used, ‘‘MMSE’’ means that only
the clinical scores are used, and ‘‘Both’’ represents that both methods are combined.
Fig. 11. The proposed fusion attention balancer strengthens the important discriminat-
ing features while suppressing useless features. The left panel (a) shows the original
feature matrix and the right panel (b) shows the feature matrix after attention-weighted
mapping. Note: The white dashed boxes in the figure represent the features with strong
discriminative power, which are retained by the model.

5. Ablation studies

In this section, ablation studies are carried out based on different
component in the proposed model. Each of the components is analyzed
independently, and then the components are aggregated to construct
the final model. First, the multiscale feature extractor (MS) and a
multiplane feature extractor (MPS) are independently validated. Then,
these modules are combined in parallel to extract features from the
sMRI images. The encoded features are input into the latter modules
to evaluate the performance of the attention-aware global classifier
and the feature similarity discriminator. The impacts of each indi-
vidual component and their combinations on the model performance
10
are shown in Table 6 and Fig. 6. For the classification of AD and
NC, the accuracy is significantly improved by approximately 2% after
dual attention layers are integrated into the encoder. In addition,
the integration of the feature similarity discriminator improves the
classification efficiency by about 5%. For the classification of pMCI and
sMCI, all indicators increased after the inclusion of clinical scores and
the two global attention layers were incorporated. The results of the
ablation experiments are analyzed in the following sections.

5.1. Feature encoder performance analysis

The encoder extracts features with different scales in various di-
rections to obtain richer feature representations. To further validate
the effectiveness of the encoder, we conduct separate experiments and
evaluate its performance.

The performance achieved by the feature extractor with different
scales is shown in Fig. 7. The figure shows that the best results are
obtained by using the multiscale feature extractor. In particular, the
performance improvement in the AD classification task obtained by
fusing multiscale features is more pronounced than that achieved in the
MCI conversion prediction task. The potential reason for this result may
be that the degrees of brain atrophy differ significantly between AD
and NC patients, and thus, better performance can be obtained when
multiscale features are considered than when single-scale features are
applied. Although pMCI and sMCI are difficult to distinguish, the use
of multiscale features still realizes better performance than the use of
single-scale features.

The encoder with a multiplane extractor can realize better perfor-
mance than the comparison encoders. In the AD classification task, the
encoder that extracts features from only the sagittal plane obtains better
results than the encoders that extract features in the axial and coronal
plane. This result is likely due to the better perception of the structure
of the hippocampus and the surrounding cortex in the sagittal plane.
In contrast, in the MCI conversion prediction task, the encoder that
extracts features from only the sagittal plane does not perform well.
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Fig. 12. Effects of different hyperparameter values on the loss function. The horizontal axis indicates different parameter values, and the vertical axis indicates the results in terms
of the relevant performance assessment metrics (the ACC and AUC).
d

This result indicates that the structural changes in the brain vary greatly
between AD and MCI patients, and features from multiple planes must
be extracted to ensure better results. The performance of the multiplane
extractor is displayed in Fig. 8.

We also add an attention layer to the feature extractor to ensure that
the model focuses on the most important regions. As shown in Fig. 9,
large performance gains are obtained after adding attention layers to
both feature extractors alone. This result indicates that the attention
layer enhances the ability of the encoder to identify important regions.
In addition, better performance is obtained by using both attention
layers in the feature encoder.

5.2. Effectiveness of the attention layer

To assess the effectiveness of the feature balancer, four further
experiments are conducted with alternate models, including encoders
with only a fully-connected layer (Baseline), global attention weighting
(AFF_Global), clinical score-based prediction weighting (AFF_Mmse),
and a combination of both weighting methods (AFF_All). We evaluate
the performance of these four methods in both tasks.

As shown in Fig. 10, our proposed global feature balancer generally
improves the classification performance in general. For example, the
approach with dual-feature balancing obtains higher accuracy (94.7%
and 90.6%) in the two tasks than the method using only one weighting
method. The method using MMSE prediction scores obtains better
performance than the approach using global pooling, suggesting that
the use of clinical scores are advantageous in guiding the prediction
process. Moreover, better overall performance gains are obtained by us-
ing both approaches, indicating that weighting different characteristics
is beneficial for AD-related tasks.

A comparison between the original features and the features weighte
by the global feature balancer is shown in Fig. 11. The global fea-
ture balancer strengthens the important discriminating features while
suppressing the influence of useless features. Moreover, the feature
balancer helps to reduce the risk of overfitting.

5.3. Effect of the hyperparameter on the loss function

The impacts of different parameter values in the loss function are
summarized in Fig. 12. The parameter value is restricted to the range
[0.01, 0.5]. As shown in Fig. 12, the performance indicators increase
significantly with increasing parameter values when the parameters are
restricted to the range of [0.05, 0.1], while the performance signifi-
cantly decreases when the parameter value exceeds 0.1. Furthermore,
the effects of the parameter values are more pronounced in the MCI
conversion prediction task than in the AD classification task. Specif-
ically, when the parameter value is changed from 0.05 to 0.1, the
ACC value increases by 2.4% (from 86% to 88.4%) and the AUC
value increases by 4.4% (from 86.4% to 89.2%) in the MCI conversion
prediction task, while the values of these two metrics increase by only
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0.7% (from 97% to 97.7%) and 0.6% (from 97.1% to 97.7%) in the
AD classification task, respectively. This result indicates that MCI is
more sensitive to the parameter value. The potential reason for this
may be that MCI is difficult to distinguish, while the feature similarity
loss function is effective in increasing the differences among features,
thus improving the overall performance. However, this impact is not
obvious when the parameter is set to a small value. For example, when
the parameter value is less than 0.05, the two performance metrics
do not change because when the parameter value is very small, the
similarity loss function cannot effectively guide the model parameter
update process. Therefore, it is reasonable for us to set the parameter
to 0.1 in our experiments.

6. Discussion

The proposed model uses fusion attention layers to identify abnor-
mal voxels that can be used to distinguish AD/NC and pMCI/sMCI. We
visualize these voxels through spatial heat maps, and find that they
are highly consistent with the pathological locations of AD and MCI
respectively.

As an AD diagnosis aid, our model can accurately identify possible
pathological locations in sMRI images, thereby helping physicians focus
on the areas that are most relevant to the development of AD. In
addition, the model can accommodate the variability in the locations
of pathologies across subjects, and accurately identify changes in the
local microstructures that are widely distributed in the brain.

We visualize and analyze the results generated by the model with
the ADNI dataset. The highlighted areas in the upper panel of Fig. 13
show the most discriminating voxel distributions localized by the
model, while the lower panel shows the relevant regions. The model
localizes its focal areas to the sulcus gyrus and the edge of the gray
matter, including the hippocampus, amygdala, occipital lobe, temporal
lobe, and central sulcus. Notably, the regions labeled by the model
agree with the results of previous studies [3,9]. These regions are
highly correlated with cognition and long-term memory and are con-
sidered neuroanatomical markers for AD diagnosis. Thus, our approach
is effective in identifying local structural changes caused by brain
atrophy.

To further illustrate the brain ROIs identified by the model, we
provide 3D visualizations [79] of the important cortices according to
the model. As shown in Fig. 14, the spatial heatmaps demonstrate the
different levels of voxels identified by the model. As a result, abnormal
voxels can more easily be distinguished. From a global perspective,
the distributions of relevant discriminating voxels in the brains of AD
patients are more widespread than those in the brains of MCI patients,
and this result is consistent with the results presented in Fig. 13. From
a local perspective, the voxels of interest to the model are mainly
distributed in the parahippocampal gyrus, visual cortex, frontal middle
gyrus, cuneus, and motor areas. These voxels are mainly concentrated
in areas of the brain that are related to memory and visual and motor
control; this finding is consistent with existing studies [3,9,80].
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Fig. 13. Discriminating pathological locations identified by the model in the AD classification (left panel) and MCI conversion prediction (right panel) tasks. In the upper panel,
the brain regions identified by the model after weighting the features by their impact scores and the attention layer are shown. The lower panel shows the marked significant
regions. The subjects were randomly selected from the AD/MCI groups, and the figure displays the pathological locations identified by the model.
Fig. 14. The spatial heatmaps show the ROIs identified by the model. From left to right, the outer views, such as the left hemisphere, the top view, and the right hemisphere,
are shown in the first row. The inner views of these regions are displayed in the middle row. The third row illustrates the views of the front and back regions of the brain. The
subjects were randomly selected from the AD/MCI groups, and the figure displays the pathological locations identified by the model.
The overlaps among the pathological locations identified by the
model suggest a correlation between AD and MCI. For example, in
both tasks, the discriminating regions identified by the model contain
the hippocampus, amygdala, and temporal lobe, which are highly
correlated with memory. However, AD patients have more severe brain
atrophy and wider regional distributions than MCI patients, which is
consistent with medical observations.

7. Conclusions

In this study, the proposed MPS-FFA approach can be applied to AD-
related tasks and provides interpretable feature visualizations. Notably,
the MPS-FFA model includes all of its components into one module and
achieves high performance. Finally, the experimental results with two
independent datasets indicate that our method can accurately locate
pathological locations.

Some areas are worth studying in future work. First, the feature
extractors used in the encoder are relatively independent, so further
12
integration is possible. The use of clinical cognitive data in this study
effectively improves the ability of the network to extract discriminating
features based on sMRI data. Thus, a joint analysis of multiple data
types can be considered in future studies. Finally, since there is re-
dundant information in sMRI data, introducing feature sparsity in the
model may improve the computational performance.
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